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von Neumann matches gloves 
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• Z has a left glove 
• K & S each have a right glove 
• a coalition only scores if it has a pair: 

v(S,Z) = v(K,Z) = v(S,K,Z) = 1 
• a von Neumann-Morgenstern solution: 
• Z has a veto 
• K & S together have a veto 
• any outcome where S,K share equally 

yuck! 
1. many outcomes in the solution 
2. many asymmetric solutions 
3. solutions might not exist 
4. solutions might be really ugly 

https://epubs.siam.org/doi/abs/10.1137/1013093
https://epubs.siam.org/doi/abs/10.1137/1013093
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enter the Shapley value, I 
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what should each player receive? 
• average over value it adds to coalitions 
• p = ⅓: K joins empty coalition; adds 0 
• p = ⅓ × ½: K joins S; adds 0 
• p = ⅓ × ½: K joins Z; adds 1 
• p = ⅓: K joins S, Z; adds 0 
• thus, K’s Shapley value is ⅙ 

 
yum! 

1. a single, unique result, (⅙, ⅙,⅔) 
2. always exists 
3. easy to calculate 
4. symmetric 



exit von Neumann, Shapley 
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Why does Nash’s equilibrium take over? 
1. handles information better 
2. constructive: how do we get an outcome? 

asterix.fandom.com 

https://asterix.fandom.com/wiki/Gaul?file=Map_of_Gaul.png
https://books.google.com/ngrams/graph?content=Shapley+value%2Cstable+set%2CNash+equilibrium&year_start=1950&year_end=2020&corpus=15&smoothing=3&share=&direct_url=t1%3B%2CShapley%20value%3B%2Cc0%3B.t1%3B%2Cstable%20set%3B%2Cc0%3B.t1%3B%2CNash%20equilibrium%3B%2Cc0t1%3B%2CShapley%20value%3B%2Cc0%3B.t1%3B%2Cstable%20set%3B%2Cc0%3B.t1%3B%2CNash%20equilibrium%3B%2Cc0
https://asterix.fandom.com/wiki/Gaul?file=Map_of_Gaul.png


rise of the machines 
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When an neural network/AI system makes a prediction, how do we explain it? 

github.com/PetarV-/TikZ 

https://github.com/PetarV-/TikZ/tree/master/Multilayer perceptron
https://github.com/PetarV-/TikZ/tree/master/Multilayer perceptron
https://github.com/PetarV-/TikZ/tree/master/Multilayer perceptron
https://github.com/PetarV-/TikZ/tree/master/Multilayer perceptron
https://github.com/PetarV-/TikZ/tree/master/Multilayer perceptron


enter the Shapley value, II 
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https://onlinelibrary.wiley.com/doi/abs/10.1002/asmb.446
https://link.springer.com/article/10.1007/s10115-013-0679-x


how did Shapley get here? 
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players ⇒ features 
• e.g. K ⇒ e.g. `kids allowed’ … 
 
in the coalition ⇒ specific value of feature 
out of the coalition ⇒ average value 

e.g. f K ,Si,Zi  prediction given average K, 

specific values of S and Z 
 
‘value added’ ⇒ the prediction’s change 

f K,S,Z  − f(K ,S,Z) 
 



Shapley redux? 

Colin Rowat #ESRCFestival 

The Shapley value might be the 
only method to deliver a full 
explanation. In situations where 
the law requires explainability – 
like EU’s “right to explanations” – 
the Shapley value might be the 
only legally compliant method, 
because it is based on a solid 
theory and distributes the effects 
fairly. … The Shapley value is the 
only explanation method with 
a solid theory. (Molnar, 03/11/19) 

https://christophm.github.io/interpretable-ml-book/shapley.html
https://trends.google.com/trends/explore?q=Shapley%20value&geo=US


what if we break symmetry? 
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don’t assume equal arrival probabilities 
• is this just obscure theory? 



correlation isn’t causation 
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e.g. hotel occupancy data 
• price ∝ occupancy rates 
• hike prices to increase profits? 

 
use DAGs to set Shapley arrival order? 
• let causes arrive before effects 

https://arxiv.org/abs/1910.06358


explaining high earnings 

Colin Rowat #ESRCFestival 

causal ancestors 
• age, sex, native country, race 

 
causal descendants 
• marital-status, education… 

 
some values seen as less important 
• e.g. marital-status 

 
others seen as more important 
• e.g. sex (largest), race 

 
Frye, Feige & Rowat (2019) 

https://arxiv.org/abs/1910.06358
https://arxiv.org/abs/1910.06358
https://arxiv.org/abs/1910.06358
https://arxiv.org/abs/1910.06358
https://arxiv.org/abs/1910.06358


conclusions 
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… about ideas and tools 
• sometimes make unexpected leaps 

 
… about explainable AI/ML 
1. more sensible explanations 
2. what are the right axioms? 
3. single number search misguided? 

e.g. Wasserstein, Schirm, Lazar 
(2019) on p < 0.05  

4. what about allowing joint arrival? 

Wikipedia Commons 

https://amstat.tandfonline.com/doi/full/10.1080/00031305.2019.1583913.XcL8RVX7TIU
https://amstat.tandfonline.com/doi/full/10.1080/00031305.2019.1583913.XcL8RVX7TIU
https://amstat.tandfonline.com/doi/full/10.1080/00031305.2019.1583913.XcL8RVX7TIU
https://amstat.tandfonline.com/doi/full/10.1080/00031305.2019.1583913.XcL8RVX7TIU
https://commons.wikimedia.org/wiki/File:Lloyd_Shapley_3_2012.jpg
https://en.wikipedia.org/wiki/Lloyd_Shapley

